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Module 1

The investigations in Module 1 of the Detectives in the Classroom curriculum prepare students to answer the first of five Essential Questions:

	How is this disease distributed and what hypotheses might explain that distribution?



When students understand how to answer this question, they will be developing the first of five Enduring Understandings that provide the structural framework for the curriculum.  The first Enduring Understanding is:

	Health-related conditions and behaviors are not distributed uniformly in a population.  Each has a unique descriptive epidemiology that can be discovered by identifying how it is distributed in a population in terms of person, place, and time.  Descriptive epidemiology provides clues for formulating hypotheses.




Various types of scientists use different methods to try and determine what is causing people to get sick.  Pathologists work at the cellular level and study microscopic tissue samples and organisms.  Physicians work at the individual level and study the signs, symptoms, and medical histories of specific patients.  Epidemiologists take a more distant view and study groups of people at the population level.  The community is the epidemiologist’s laboratory.

One of the ways epidemiologists study diseases or other health-related outcomes is to describe how the disease is distributed in terms of person, place, and time (PPT).  If we step back and observe how a disease is distributed, we realize that the disease does not affect everyone, everywhere, all the time.  Only certain people get sick, in certain places, at certain times.  The description of who these sick people are, where they are sick, and when they became sick is the descriptive epidemiology of the disease.  

Each disease has its own unique descriptive epidemiology.  Breast cancer is more likely to occur among women than men.  Skin cancer is more likely to occur among people who live closer to the equator.  The flu is more likely to occur during the winter.

The table below, “Describing the Distribution of a Disease,” identifies a few of the person, place, and time characteristics that can be used to describe the distribution of a disease. 

	

	Describing the Distribution of a Disease

	

	
	
	

	Person
	Place
	Time

	(who)
	(where)
	(when)

	
	
	

	
	
	

	Sex

Occupation

Age

Economic Group

Ethnicity
	Residence

Occupation

At Specific Events

Geographic Site

Anatomical Site
	Year

Season

Day

Date of Onset

Duration

	
	
	


Once we know how a disease is distributed, we can begin to speculate as to why it is distributed that way.  Why did these people get sick, in this place, at this time?  As we study these descriptive epidemiological clues, we can begin to identify some suspected causes and formulate hypotheses, or educated guesses, to try to explain why some people got sick and others did not.  

For example, because breast cancer is more likely to occur among women than men, we might speculate that something about female sex hormones causes the disease.  Because skin cancer is more likely to occur among people who live closer to the equator, we might formulate a hypothesis about exposure to the sun causing skin cancer.   And because the flu is more likely to occur during the winter, we might speculate that exposure to cold weather causes the flu.

In Investigation 1-1: Why Are These Students Getting Sick?, selected students are given “DZ” (disease) signs that represent a fictitious disease.  For example, the teacher may give “DZ” signs to all students wearing sneakers.  The students observe how the “DZ” is distributed and develop hypotheses about possible “causes” of “DZ”.  Students may hypothesize that fumes from the school’s newly refinished gymnasium floor caused the “DZ”.  In Investigation 1-1, students begin to become familiar with the terminology of epidemiology (called "Epi Talk") by using terms such as disease distribution, hypothesis, and disease detectives.  (Note: Epi Talk is used throughout the Investigations in all five of the modules.)

In Investigation 1-2: In the News, students read news articles about different health-related outcomes, identify the parts of the articles that describe the distribution of those outcomes, and categorize the descriptions in terms of person, place, and time (PPT).  Students also identify the parts of the articles where the authors describe hypotheses that attempt to explain the distributions. 

In Investigation 1-3: What’s My Hypothesis?, each student is assigned an exposure, for example, using a cell phone, and writes a description of how a disease would be distributed in terms of PPT if that exposure caused a disease.  Then, thinking like an epidemiologist, students review other students’ PPT descriptions and formulate one or more hypotheses for each.  Students compare their hypotheses and realize that a given PPT distribution of a health-related outcome can lead to the formulation of several different educated guesses.  

In Investigation 1-4: The Case of Amy, students are given a letter to a principal from the mother of a sick child, Amy.  Amy’s mother believes that her daughter is sick because of a school-based exposure and demands that action be taken immediately.  Students are asked to predict the descriptive epidemiology of the disease if it were caused or were not caused by different school-based exposures.  Assuming the roles of various stakeholders (manufacturer, principal, epidemiologist, and newspaper reporter), students critique the evidence and conclusions from different perspectives.  Students realize the limits of descriptive epidemiological evidence and that formulating hypotheses is not the same as proving a hypothesis.  Role-playing helps students appreciate that various stakeholders may interpret descriptive epidemiology clues differently.

In Investigation 1-5: A Mysterious Ailment, students read a 1981 newspaper column about AIDS (before it was called AIDS and before the virus had been identified) and identify the descriptive epidemiological clues that led to the formulation of early causal hypotheses.  To further understand the value of descriptive epidemiology, students predict what the descriptive epidemiology of AIDS would have been if the disease was caused by mosquito bites, sitting on toilet seats, donating blood, or shaking hands.  Students realize that descriptive epidemiology is sometimes useful in determining that certain causal hypotheses do not make sense.
In Investigation 1-6: Concept Connections, students identify the important concepts that need to be understood in order to answer the first Essential Question: “How is this disease distributed and what hypotheses might explain that distribution?”  Each Epi Team then creates a Concept Map that depicts and explains how the concepts connect to each other.  At the conclusion of this investigation, students will realize that they have developed the first Enduring Understanding of Detectives in the Classroom: “Health-related conditions and behaviors are not distributed uniformly in a population.  Each has a unique descriptive epidemiology that can be discovered by identifying how it is distributed in a population in terms of person, place, and time.  Descriptive epidemiology provides clues for formulating hypotheses.”
Module 2

The investigations in Module 2 of the Detectives in the Classroom curriculum prepare students to answer the second of five Essential Questions: 

	Is there an association between the hypothesized cause and the disease?


When students understand how to answer this question, they will be developing the second of five Enduring Understandings that provide the structural framework for the curriculum.  The second Enduring Understanding is:

	        Causal hypotheses can be tested by observing exposures and diseases of people 

        as they go about their daily lives.  Information from these observational studies can 

        be used to make and compare risks and identify associations.


By completing the Module 1 investigations, students learned how health-related conditions and behaviors are not distributed uniformly in a population, that each has a unique descriptive epidemiology that can be discovered by identifying how it is distributed in a population in terms of person, place, and time.  This descriptive epidemiology provides clues for formulating hypotheses. Students realized that descriptive epidemiology is only the first step and that formulating hypotheses is not the same as proving hypotheses.

The Module 2 investigations develop students’ hypothesis-testing skills.  These hypothesis-testing skills are called analytical epidemiology.  While descriptive epidemiology looks at the way a disease is distributed in a group of people in order to formulate a hypothesis, analytical epidemiology looks at the way an exposure and a disease are distributed in a group of people in order to test a hypothesis. 

One tool that epidemiologists use to study how an exposure and a disease are distributed is a 2x2 table.  A 2x2 table has two columns, one for the people who have the disease and the other for the people who do not have the disease and two rows, one for the people who were exposed to the hypothesized cause of the disease and the other for the people who were not exposed.
	
	
	
	
	
	

	
	
	Disease
	No Disease
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	Exposure
	a
	b
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	No Exposure
	c
	d
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


The 2 rows and 2 columns cross each other and form 4 cells.  These cells are labeled a, b, c, and d as shown above.   

For any combination of an exposure and a disease, for example, using a cell phone and brain cancer, every person belongs in one of the four cells:

	
	
	
	
	

	
	
	Exposure
	Disease
	

	
	
	
	
	

	
	Cell
	(Uses a Cell Phone)
	(Has Brain Cancer)
	

	
	
	
	
	

	
	
	
	
	

	
	a
	Yes
	Yes
	

	
	
	
	
	

	
	
	
	
	

	
	b
	Yes
	No
	

	
	
	
	
	

	
	
	
	
	

	
	c
	No
	Yes
	

	
	
	
	
	

	
	
	
	
	

	
	d
	No
	No
	

	
	
	
	
	


In Investigation 2-1: The 2 x 2 Table, students examine the results of a hypothetical study to determine if a medication prevents acne.  In doing so, students uncover that a scientific study needs to examine not only people who are exposed to the medication (cells a and b of the 2x2 table), but also people who are not exposed to the medication (cells c and d), called a control group.  Students construct 2x2 tables and realize that when they study how an exposure and a disease are distributed, every person in the study population fits into one of the four cells of the 2x2 table.  Students also realize that the way an exposure and a disease are distributed in a group of people can be expressed mathematically.  

In Investigation 2-2: Compared to What?, students continue to examine the need for a control group and have more experience in using a 2x2 table.  First, students learn how risks are calculated from the 2x2 table.  They will calculate two risks: 1) the risk among people who are exposed to the hypothesized cause (a / a + b), and 2) the risk among people who are not exposed to the hypothesized cause (c / c + d), the control group.  

Students then compare the risks of disease among the exposed and unexposed by dividing one risk by the other risk.  Because one risk is being compared to another, this calculation is called a relative risk.  From the relative risk, inferences can be made based on the similarities or differences between the two risks.  Epidemiologists calculate risks, compare risks, and based on the degree of similarity or difference between the risks, make inferences about whether or not an exposure and a disease are associated with each other.  

Three examples describe the range of possible inferences:  

	1.
	If the risk of getting the disease among the people who were exposed is 5 times as likely as the risk of getting the disease among the people who were not exposed, a strong association between exposure and disease has been found and students infer that the exposure may cause the disease.  

	
	

	2.
	Conversely, if the risk of getting the disease among the people who were exposed is 1/5 times as likely as the risk of getting the disease among the people who were not exposed, a strong association between exposure and disease has been found and students infer that the exposure may prevent the disease.  

	
	

	3.
	Finally, if the risk of getting the disease among the people who were exposed is the same or very similar to the risk of getting the disease among the people who were not exposed, no association has been found between exposure and disease and the students may infer that the exposure is unrelated to the disease.


This is summarized in the table below:

	
	
	
	
	

	
	Difference (Relative Risk) 
	
	Possible Inference
	

	
	
	
	
	

	
	
	
	
	

	
	5   

(Five times as likely)
	
	Exposure and disease are associated because exposed people appear more likely to have the disease.
	

	
	
	
	
	

	
	
	
	
	

	
	5 

(1/5 times as likely)
	
	Exposure and disease are associated because exposed people appear to be protected from disease. 
	

	
	
	
	
	

	
	
	
	
	

	
	1 

(No difference) 
	
	Exposure and disease are not associated.
	

	
	
	
	
	


Students will realize that it is only when the risks of getting disease in exposed and unexposed groups are compared that a hypothesis can be tested.  The same risk of getting a disease in the exposed group (for example 10%) may lead to different inferences depending on the risk of disease in the unexposed group (10%, 50%, or 25%).

This investigation concludes with the observation that CDC is not only an acronym for the Centers for Disease Control and Prevention, but also stands for what epidemiologists do: count, divide, and compare.  

The remaining Module 2 investigations provide opportunities for students to see the challenges and issues involved in designing and conducting different analytical epidemiological studies.

When an exposure is hypothesized to prevent disease, it may be ethical to test the hypothesis in a trial.  For example, trials have been done to see whether vitamins reduce the risk for cancer, whether aspirin lowers risk of heart attack, and whether a vaccine is effective in preventing an infectious disease.  

In Investigation 2-3: What's Wrong with This Picture?, students uncover the circumstances under which it is ethical to conduct human experiments (trials).  The investigation begins by asking students to list principles that would assure that human experiments are done ethically.  Next, students learn about the history of the development of ethical standards for human experimentation by reading articles about human rights abuses in human experimentation (Nazi medical experiments and the Tuskegee Study).  Based on the readings, students develop a set of principles for conducting human experiments, compare their principles to the Belmont Report, and learn to distinguish between the ethical and unethical conduct of human experiments.  Students also learn about informed consent, including the main elements of consent and when it is needed.    

Human experiments may be appropriate for studying a hypothesis about an exposure that is hypothesized to prevent a disease.  However, to test hypotheses about exposures that might cause a disease, epidemiologists rely on observational studies or “natural experiments.”  These are studies of free-living people and the things they are exposed to and the diseases they contract as they go about their daily lives.  Unlike a trial, where people are intentionally exposed to something, epidemiologists do not actually perform “natural experiments.”  People perform these experiments on themselves.  They are going on regardless of the epidemiologist’s efforts.  The epidemiologist takes advantage of these opportunities by creating a research design/observational study to examine what is happening anyway.  

Observational studies are therefore the only way we can test hypotheses in humans about possible disease-causing exposures because it would be unethical to intentionally expose human study subjects to something that may cause harm.  For example, to test the hypothesis that cigarette smoking causes lung cancer, only observational studies were done.  Researchers did not randomly assign people to experimental and control groups and ask the experimental group to smoke a pack of cigarettes a day for 20 years.  Rather, people decided for themselves whether or not to smoke cigarettes and, in doing so, put themselves into either the exposed or unexposed group.  The epidemiologist then calculated the risk of getting lung cancer among the people who smoked and compared it to the risk of getting lung cancer among the people who did not smoke.  No one was forced to do anything.  

In Investigation 2-4: Backpacks and Back Pain, students test the hypothesis that carrying a heavy backpack causes back pain. Using a 2x2 table, students perform an in-class observational study by collecting and analyzing data from the “natural experiment” that they perform on themselves by carrying their backpacks.  This first-hand experience in conducting an observational study helps students understand procedures involved in creating definitions of an exposure and an outcome, displaying data in a 2x2 table, calculating risks, comparing risks (calculating relative risk), and making inferences.
In Investigation 2-5: Observational Studies, students work in their Epi Teams to select their own hypothesis to test, and then design and conduct an in-class observational study.  Students create questions that will allow them to count and classify their "exposure" and "outcome," assure that participants have given their informed consent, collect data, display data in a 2x2 table, calculate risks and relative risks, and make inferences.  Epi Teams conclude by planning a presentation, according to the IMRAD format (Introduction, Methods, Results, And Discussion), and presenting to the class.

A hypothesis can be tested using different epidemiologic study designs.  A challenge to epidemiologists is to decide which design is best for a given set of circumstances.  

In Investigation 2-6: The Journey, students explore the four basic analytical epidemiological study designs including the fundamental experimental design used in a controlled trial and the three designs used to observe “natural experiments”:  the cohort study, case-control study, and cross-sectional study.  A "train analogy" is used to depict the journey between exposure and disease and the different ways exposure and outcome data are collected during the journey.  The train analogy helps students uncover how the study designs differ according to when during the journey the epidemiologist determines study participants’ exposure and disease status.  

The train analogy for the four designs is described below:

	
	

	Experimental Study

Design
	Trial:  The epidemiologist is on the train during the entire journey and “assigns” passengers to either receive or not receive a certain "exposure."  The exposure is carefully administered to those who were assigned to receive it and is not given to the others.  The researcher keeps checking the exposure status of the participants and whether or not each person has developed the disease of interest.

	
	

	
	

	
	

	
	Cohort Study:  Just as in the trial, the epidemiologist is also on the train during the entire journey.  But there is an important difference.  The epidemiologist is not assigning passengers to an exposed or not exposed group, but rather, is just observing them and counting.  Passengers are not being told to have, or not have, an exposure.  They are just living their normal lives as passengers.  The epidemiologist, on the train for the whole journey, just keeps observing the passengers’ exposures and whether or not they develop the disease during the journey.  

	
	

	
	

	Observational

Study

Designs
	Case-Control Study:  This design is much different than the first two study designs because the epidemiologist is not on the train.  Rather, he/she is waiting at the train station at the end of the journey.  As passengers get off the train, the epidemiologist selects all the passengers who developed the disease during the journey (cases), and selects a few other passengers who are similar but did not develop the disease during the journey (controls).  The epidemiologist then asks each person in the case group and control group questions about their exposures during the train ride.  The epidemiologist has to rely on passengers' memories of exposures.  This design differs from the trial and the cohort design because, instead of starting with healthy people, collecting data about exposure, and waiting to see if they get sick, it starts with groups of people with and without a disease and looks back to try to collect exposure data to figure out what made them sick.

	
	

	
	

	
	Cross-Sectional Study:  The epidemiologist, who is not on the train during the journey, stops the train somewhere during the trip (kind of like a train robbery).  The epidemiologist gets on board and takes a "snapshot" by asking everyone two kinds of questions about how things are at the same time: 1) about disease status today, and 2) about exposures encountered today.  Then the epidemiologist leaves the train to analyze the data gathered for that particular day.  Epidemiologists call this design a cross-sectional study because data are collected about exposure and disease during a “slice” in time.

	
	


To summarize, the timing of three events distinguishes each of these designs: 

· When during the journey does the epidemiologist become involved?

· When during the journey is exposure status determined?

· When during the journey is disease status determined?

In Investigation 2-7: Epi Team Challenge, students practice distinguishing between the four study designs by participating in an Epi Team challenge.  Epi Teams are given clues about a study design and asked to hold up cards to show which design is being described.  

In Investigation 2-8: Which Design Is Best?, students become more familiar with the epidemiological study designs, uncover the strengths and weaknesses of each, and realize the circumstances under which each design is "best." In order to do so, students rank order the four basic epidemiological study designs according to different characteristics, such as the speed with which a study design can be implemented, its expense, and the accuracy of the data.

For example, we are not as certain about associations that are identified in “natural experiments” as we are of the results of controlled trials.  This is because in observational studies of natural experiments, exposure and disease status may not be able to be measured as accurately, and because the people who are exposed to something may be different in other ways from the people who are not exposed.

Given these challenges, the epidemiologist must carefully select a sample of people whose “natural experiments” will be studied, apply the appropriate research design to this sample, measure exposure and disease status accurately, recognize the limitations of these investigations, and make inferences cautiously.

The table below outlines some of the strengths and limitations of the four designs:  
	
	
	
	
	

	Study Designs:  Strengths and Limitations

	
	
	

	
	
	

	Study Design
	Main Strengths
	Main Limitations

	
	
	

	
	
	

	Trial
	· Closest to laboratory experiment

· Has control over exposure dose
	· Unethical to do human experiment with possible harmful exposures

	
	
	

	
	
	

	Cohort

Study
	· Starts with healthy people, time order of exposure and disease is evident

· Accurate exposure data
	· Can take a long time to get answer

· Can cost a lot of money

	
	
	

	
	
	

	Case-Control Study
	· Can get answers quickly

· Is less expensive
	· Exposures might be forgotten 

· Exposures might be remembered differently by people with and without disease

	
	
	

	
	
	

	Cross-Sectional Study
	· Can get answers quickly

· Is less expensive
	· Unknown time order of exposure vs. outcome

	
	
	


In Investigation 2-9: Designs, Diagrams, and Tables, students identify, for each of the four basic epidemiological study designs, where data from a study design flow diagram "fit" into a 2x2 table.  Students appreciate how, for any study design, the 2x2 table is a useful tool for:

· Classifying disease occurrence according to exposure status

· Calculating risks of disease among exposed and unexposed

· Calculating the relative risk

· Making inferences  

In Investigation 2-10: Concept Connections, students identify the important concepts that need to be understood to answer the second Essential Question: "Is there an association between the hypothesized cause and the disease?"  Each Epi Team then creates a Concept Map that depicts and explains how the concepts connect to each other.  At the conclusion of this investigation, students will realize that they have developed the second Enduring Understanding of Detectives in the Classroom: “Causal hypotheses can be tested by observing exposures and diseases of people as they go about their daily lives.  Information from these observational studies can be used to make and compare risks and identify associations.”

Module 3

The investigations in Module 3 of the Detectives in the Classroom curriculum prepare students to answer the third of five Essential Questions:  

	Is the association causal?


When students understand how to answer this question, they will be developing the third of five Enduring Understandings that provide the structural framework for the curriculum.  The third Enduring Understanding is:

	        Causation is only one explanation for finding an association between 

        an exposure and an outcome.  Because observational studies are 

        flawed, other explanations must also be considered.




By completing the Module 1 investigations, students learned how health-related conditions and behaviors are not distributed uniformly in a population, that each has a unique descriptive epidemiology that can be discovered by identifying how it is distributed in a population in terms of person, place, and time.  This descriptive epidemiology provides clues for formulating hypotheses. Students realized that descriptive epidemiology is only the first step and that formulating hypotheses is not the same as proving hypotheses.

By completing the Module 2 investigations, students learned that causal hypotheses could be tested by observing the exposures and diseases of people as they go about their daily lives.  Testing is conducted by making and comparing risks and determining whether or not the exposure and the outcome turned up together, that is, whether or not the exposure and the outcome were associated with each other.  This is called analytical epidemiology.  Students learned about the methods used to test causal hypotheses and how the 2x2 table is used to numerically express the results of an analytical study.

The Module 3 investigations develop the ability of students to interpret the results of analytical epidemiological studies, namely, the ability to evaluate why an association between an exposure and an outcome has been found.  An association means that things are linked in some way that makes them turn up together.  When epidemiologists test hypotheses, they are interested in determining whether or not an exposure and an outcome turned up together. 

A cause is something that produces an outcome and one reason why an exposure and an outcome turned up together could be because the exposure caused the outcome.  But causation is only one of several possible explanations for why an exposure and an outcome would turn up together in an epidemiological study.  

Why aren’t associations necessarily causal?  Epidemiological studies rely on observations of the exposures that free-living people encounter and the diseases they develop as they go about their daily lives.  As such, observational studies of these “natural experiments” are not as precise and well controlled as actual experiments.  Therefore, we are less certain of why an association was found in an observational epidemiological study of a “natural experiment” than in an actual experiment.

In Investigation 3-1: In the News, students interpret headlines and reports of epidemiological studies that have appeared in the popular press and uncover the tendency to interpret phrases, such as “linked with,” “tied to,” “related to,” and “associated with,” as being synonymous with cause.  They then begin to appreciate the fundamental distinctions between an association and a cause and that association is not necessarily causation.  

When an epidemiological study has found an association, explanations, other than causation, must also be considered.  These alternative explanations include the possibility that the association was found due to chance or that the association is due to confounding by the effects of another risk factor that is the actual cause of the disease.  In addition, associations are sometimes found because of the way the study sample was selected and at other times there may be uncertainty about the time order of the exposure and the outcome.  The next few investigations teach students to consider these possible explanations for why an association was found in an epidemiological study.  Finally, students learn how epidemiologists examine an accumulation of evidence for an association between an exposure and an outcome and make a judgment as to whether or not the association is causal based on specific criteria.

This is summarized in the table below:

	
	

	Evidence for an Association
	Considerations

	
	

	
	

	Single Epidemiological Study
	Causality

Chance

Confounding

Selection Bias

Reversed Time Order

	
	

	
	

	Accumulation of Epidemiologic                             and Other Evidence
	Answers to                                                    Causal Criteria Questions

	
	


In Investigation 3-2: Cause, students explore the first of several explanations for finding an association: causation.  They learn how data can be distributed in a 2x2 table when an exposure is a cause of an outcome.  A causal association between an exposure and an outcome can be found when there is a one-to-one relationship between the two.  That is, the exposure by itself causes the disease, and the disease is caused only by that exposure.  If this were the case, we would expect that everyone in the study would be in either cell a or cell d.  In other words, everyone with the exposure had the disease and everyone without the exposure did not have the disease.  See 2x2 table below:  

	

	
	
	
	
	

	
	
	Disease
	No Disease
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	Exposure
	a
	b
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	No Exposure
	c
	d
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Students will learn, however, that the situation is seldom this simple.  Using the example of the association between smoking and lung cancer, students will realize they may know someone (like an uncle) who smokes but does not have lung cancer, who would be in cell b.  This can happen because smoking may not always be enough to cause lung cancer or because it takes a long time to get lung cancer.  In addition, students will uncover circumstances under which someone can be in cell c, such as when an exposure, other than smoking, may cause lung cancer (such as asbestos or radon).  

Students will appreciate that most diseases have multiple causes, that is, multiple exposures and susceptibility factors enter into virtually every exposure / outcome association.  Rarely, if ever, do we find an “all or nothing” association between a given exposure and an outcome.  Rather, most causal associations are “more likely - less likely” associations.  When the exposure is present, the disease is “more likely” to occur and, when the exposure is absent, the disease is “less likely” to occur.  

In Investigation 3-3: Chance, students uncover how an epidemiologist can find an association between an exposure and an outcome by chance.  Students are given a deck of 100 cards (25 labeled a, 25 labeled b, 25 labeled c, and 25 labeled d) that represent the way an exposure (eating M&M's) and an outcome (flu) could be distributed in the population.  Students then calculate the relative risk for this distribution and find that it is a risk of 1, that is, there is no association between eating M&M's and getting the flu in the entire population.  Then each Epi Team picks a sample of 20 cards from the 100 by chance, and calculates the relative risk for the sample.  Despite the population risk of 1, some teams will find relative risks above 1 and others will find relative risks below 1 in the samples they picked by chance.  From this exercise, students will learn that even though there may be no real association between eating M&M's and flu, an association can be found in a single study due to chance. 

In Investigation 3-4: Confounding, students explore the possibility that an association has been found because of a confounder.  A confounder is another exposure that is associated with the exposure under study and is also a cause of the outcome under study. 

So it looks like the association is between the exposure and disease under study, but the causal association is actually between the confounder and the disease under study.   

This is illustrated below:





In other words, the association between A and B is only seen because of the bridge formed by C (which is an actual cause of B and has made A look guilty because of its association with C).

In Investigation 3-5: Reversed Time Order, students learn about how an association in a study may be found because of reversed time order.  In other words, instead of the exposure causing the outcome, the outcome may be causing the exposure.  For example, a study may suggest that boys who play violent video games are more likely to engage in violent behavior, but it is also possible that the association was found because boys who engage in violent behavior are more likely to play violent video games.

In Investigation 3-6: Selection Bias, students learn how selection bias can be an alternate explanation for an association.  Using an example of a study that examines the relationship between carrying a heavy backpack and back pain, students learn how the selection of a sample of subjects can produce an association that does not hold true for the overall population.  

In Investigation 3-7: Weighing the Evidence, students evaluate an accumulation of epidemiologic and other evidence about a certain exposure / outcome association and realize that what may appear to be a solid case for causality often falls apart when it is properly critiqued.  Epidemiologists have a systematic way of critiquing a body of evidence about a particular association.  In fact, epidemiologists use a term similar to one used in a court of law – a “weight of evidence” review.  This review uses a set of “causal criteria questions,” the answers to which provide a basis for making a judgment about whether or not the association is causal.  These questions include:

1. Is the evidence consistent?  Causality is more likely if the association has been found in many studies done by a variety of researchers, using a variety of study designs, and a variety of study samples.  Variety is important because a group of similar studies, done by the same researchers, using the same study design, and similar study samples could all be finding the association because of the same flaw in conducting the study.  Replication of results is an essential part of scientific inquiry.  

2. How strong is the association?  Causality is more likely if the risk of the outcome is 5 or 10 times more likely in the exposed than in the unexposed, than if the risk of the outcome is only 1.2 or 2 times more likely in the exposed.  The greater the strength of association, the less likely that difference is due to chance and the more likely the association is causal.

3. Is there a dose-response relationship?  Causality is more likely if studies show that as the dose of the exposure increases, so does the occurrence of the outcome under study.  For example, if low exposure to a chemical (dose) is associated with a slight skin rash (response) and a high exposure to the same chemical is associated with a severe allergic reaction, we tend to think that the chemical is causing the condition.

4. Is the epidemiologic evidence coherent with what was previously known?  Causality is more likely if the association makes sense considering what was known before analytical epidemiologic studies were done.  In other words, does the association make sense in terms of the descriptive epidemiology, time trends, geographic variation, and anecdotal knowledge?  For example, the association between smoking and lung cancer was supported by increasing trends in lung cancer as smoking habits increased, different trends of lung cancer in males and females over time, higher rates of lung cancer in countries where tobacco use is more common, and anecdotal reports from doctors that most of their lung cancer patients had been smokers.

5. Experimental evidence:  Causality is more likely if the association is seen in animal experiments or perhaps in trials in humans.  This kind of evidence is not always available, but when it is, it can help make a causality judgment.  For example, trials helped prove that lowering cholesterol reduces the risk of heart disease.  Animal experiments demonstrated that certain exposures such as vinyl chloride and radium can cause cancer in animals, and thus, may cause cancer in humans as well.

In Investigation 3-8: Concept Connections, students identify the important concepts that need to be understood in order to answer the third Essential Question: “Is the association causal?”  Each Epi Team then draws a Concept Map that depicts and explains how the concepts connect to each other.  At the conclusion of this investigation, students will realize that they have developed the third Enduring Understanding of Detectives in the Classroom: “Causation is only one explanation for finding an association between an exposure and an outcome.  Because observational studies are flawed, other explanations must also be considered.”

Module 4

The investigations in Module 4 of the Detectives in the Classroom curriculum prepare students to answer the fourth of five Essential Questions: 

	What should individuals and society do when preventable causes of disease are found?




When students understand how to answer this question, they will be developing the fourth of five Enduring Understandings that provide the structural framework for the curriculum.  The fourth Enduring Understanding is:

	        When a causal association has been identified, decisions about possible disease  

        prevention strategies are based on more than the scientific evidence.  Given 

        competing values, social, economic, and political factors must also be considered.




By completing the Module 1 investigations, students learned how health-related conditions and behaviors are not distributed uniformly in a population, that each has a unique descriptive epidemiology that can be discovered by identifying how it is distributed in a population in terms of person, place, and time.  This descriptive epidemiology provides clues for formulating hypotheses. Students realized that descriptive epidemiology is only the first step and that formulating hypotheses is not the same as proving hypotheses.

By completing the Module 2 investigations, students learned that causal hypotheses could be tested by observing the exposures and diseases of people as they go about their daily lives.  Testing is conducted by making and comparing risks and determining whether or not the exposure and the outcome turned up together, that is, whether or not the exposure and the outcome were associated with each other.  This is called analytical epidemiology.  Students learned about the methods used to test causal hypotheses and how the 2x2 table is used to numerically express the results of an analytical study.

By completing the Module 3 investigations, students developed their ability to interpret the results of analytical epidemiological studies, namely, the ability to evaluate why an association between an exposure and an outcome has been found.  An association means that things are linked in some way that make them turn up together.  When epidemiologists test hypotheses, they are interested in determining whether or not an exposure and an outcome turned up together.  Students learned that a cause is something that produces an outcome and one reason why an exposure and an outcome turn up together could be because the exposure caused the outcome.  However, causation is only one of several possible explanations for why an exposure and an outcome might turn up together in an epidemiological study.  Other explanations that should be considered are chance, confounding, reverse time order, and selection bias.

Continuing on to the Module 4 investigations, one should remember that epidemiology has been defined as "the study of the distribution and determinants of health-related states or events in specified populations and the application of this study to the control of health problems." (JM Last, Dictionary of Epidemiology, 2nd edition).  Once epidemiologic and other scientific evidence has been weighed and a judgment has been made that the association between the exposure and the outcome is causal, it is theoretically possible to prevent the outcome by avoiding or eliminating the exposure.

The Module 4 investigations explore the role of epidemiology and other factors in the creation of disease prevention strategies.

Students will think about risk as a concept and as a reality by exploring their risk perceptions and those of their classmates.  They will judge the acceptability of risks and again discover how their judgments may be different from those of their classmates.  They will appreciate how these differences in perceptions and judgments about the acceptability of risk may influence the allocation of resources (time, energy, and money) for disease prevention strategies.  Finally, students will create various strategies for preventing a specific health problem and assess the advantages and disadvantages of each strategy.  In doing so, they will uncover that decisions about possible disease prevention strategies are based on more than the scientific evidence and that social, economic, and political factors must also be considered.

In Investigation 4-1: Risk Perception, students will discover the difference between real and perceived risk by putting in rank order the fifteen leading injury-related reasons why boys and girls, aged 10-14, visited emergency rooms in 2001.  (National Center for Injury Prevention and Control, WISQARS Website, http://www.cdc.gov/ncipc/wisqars)

The table below presents a list of these reasons in alphabetical order:
	Alphabetical List of Activities / Exposures

	

	Bicycles

Cuts / Pierces 

Dog Bites 

Drownings / Near Drownings

Environmental

Falls

Firearms / Gunshots

Fires / Burns 

Motorcycles

Motor Vehicles 

Other Bites / Stings

Overexertion 

Pedestrian

Poisonings

Struck By / Against


Each Epi Team is shown this table and given a deck of cards with each of the reasons written on a separate card.  The Epi Teams are asked to arrange the cards in order, from the highest to the lowest risk of an emergency room visit.  

Students are then shown the table below and asked to compare their perception of the risks with the actual risks and discover that their perceptions of various risks are not always the same as the actual risks.  They will also discover the dramatic variations in risk for different “Activities / Exposures.”  For example, the annual rate of injury-related visits due to “Falls” is almost 1800 times greater than for “Drownings / Near Drownings.”  Student may also discover risks that surprise them, such as the fact that visits due to “Overexertion” has one of the highest rates in this age group.  Students then explore the impact that this difference might have on the allocation of resources to prevent visits to the emergency room for a particular reason.

	Ranked List of Activities / Exposures by Annual Risk of Emergency Room Visit *

	

	Struck By / Against
	3,715
	

	Falls
	3,543
	

	Overexertion
	1,497
	

	Cuts / Pierces
	946
	

	Bicycles
	711
	

	Motor Vehicles
	567
	

	Other Bites / Stings
	322
	

	Dog Bites
	242
	

	Fires / Burns
	126
	

	Poisoning
	121
	

	Pedestrian
	107
	

	Motorcycles
	90
	

	Firearms / Gunshots
	9
	+

	Environmental
	8
	+

	Drownings / Near Drownings
	2
	+

	

	*
	Annual risk of emergency room visit per 100,000 10-14 year old boys and girls.  Annualized national estimates are based on emergency department estimates from 1/1 through 12/31/2001.

	+
	Injury estimate unstable because of small sample size


In Investigation 4-2: Acceptable Risk, students will become familiar with the concept of “acceptability of risk.”  This term is used to characterize the degree to which an individual or a society is willing to tolerate the existence of a factor that poses danger of physical or psychological illness or injury.  For young people, it is enlightening for them to think about risk in terms of whether they think it is acceptable, in contrast to adult-world opinions and messages that may be imposed upon them.  Even in a small group of students in a class, it is common for some of the students to consider a personal risk entirely acceptable while others find it quite unacceptable.  Examples of such a risk are smoking, drinking alcoholic beverages, and eating junk food.     

To help students uncover their differences in the acceptability of various risks, each student will independently list three activities he/she thinks are risky but would still do as an adult and three other activities he/she thinks are risky and would not do as an adult.  The lists are discussed and students discover that it is possible for the same activity to be on both lists.  Students are then challenged to identify what it is about a particular risk that makes it acceptable or unacceptable and begin to develop a list of considerations that help them make judgments about the acceptability of risk.  For example, students may list such considerations as: 

1) How dangerous the risk really is.

2) Whether or not it is something they are told by adults to avoid. 

3) Whether or not it is something that they cannot individually control.

4) Only older people are at risk; it does not happen to young people.

In Investigation 4-3: Acceptable Risk Considerations, students compare and contrast their acceptable risk considerations with those that have been suggested by others.  Students then apply the criteria to specific risks.  Students learn that there are many ways to judge the acceptability of a risk and how a list of criteria can be used to help guide this complex judgment process.  See table below:

	

	Acceptable Risk Considerations * / Rationale / Examples 

	

	
	
	
	

	
	Considerations
	Rationale
	Examples

	
	
	
	

	
	
	
	

	1. 
	Is the risk assumed voluntarily?
	Less acceptable if involuntary
	Secondhand smoke vs. cigarette smoking

	
	
	
	

	
	
	
	

	2.
	Are alternatives available?
	Less acceptable if alternatives are available
	Unsafe toys vs. urban traffic

	
	
	
	

	
	
	
	

	3.
	Is it natural or man-made?
	Less acceptable if man made
	Chemical spill vs. earthquake  

	
	
	
	

	
	
	
	

	4.
	Risk certain or uncertain?
	Less acceptable if certain
	Drunk driving vs. cellular telephone

	
	
	
	

	
	
	
	

	5
	Catastrophic or common hazard?
	Less acceptable if a catastrophic hazard
	Airplane crash vs. automobile crash

	
	
	
	

	
	
	
	

	6.
	Likely or unlikely to be used as intended?
	Less acceptable if likely to be misused
	Guns vs. microwave

	
	
	
	

	
	
	
	

	7.
	Non-occupational or occupational?
	Less acceptable if risk is borne by the general population
	Air quality standards vs. exposure standards in a workplace

	
	
	
	

	
	
	
	

	8.
	Fair or unfair?
	Less acceptable if the risk is borne by one group
	People living near a chemical plant vs. company executives

	
	
	
	

	

	*  
	“10 Bi-polar Considerations for Judging the Acceptability of a Risk,” from WW Lowrance, Of Acceptable Risk; William Kaufmann, Inc., Los Altos, CA, 1976 and "Outrage Factors," from Peter Sandman, Responding to Community Outrage: Strategies for Effect Risk Communication, American Industrial Hygiene Foundation, Fairfax, VA, 1993.


Investigation 4-4: Risk Management Strategies, is divided into two parts.  In Part 1, students develop a personal and societal risk management strategy to reduce the level of risk posed by carrying heavy backpacks.  In Part 2, students continue to develop and refine their societal risk management strategy, critique their strategies in terms of their considerations for judging the acceptability of a risk, and propose their strategy to appropriate stakeholders.

In Investigation 4-5: Concept Connections, students identify the important concepts that need to be understood in order to answer the fourth Essential Question: “What should individuals and society do when preventable causes of disease are found?”  Each Epi Team then creates a Concept Map that depicts and explains how the concepts connect to each other.  At the conclusion of this investigation, students will realize that they have developed the fourth Enduring Understanding of Detectives in the Classroom: “When a causal association has been identified, decisions about possible disease prevention strategies are based on more than the scientific evidence.  Given competing values, social, economic, and political factors must also be considered.”

Module 5

The investigations in Module 5 of the Detectives in the Classroom curriculum prepare students to answer the fifth of five Essential Questions:

	Did the prevention strategy work?


When students understand how to answer this question, they will be developing the fifth and final of the five Enduring Understandings that provide the structural framework for this curriculum.  The fifth Enduring Understanding is:

	     The effectiveness of the strategy can be evaluated by making and comparing the 

     risks of an outcome in populations of people who were and were not exposed 

     to the strategy.  Costs, trade-offs, and alternative strategies must also be considered.




By completing the Module 1 investigations, students learned how health-related conditions and behaviors are not distributed uniformly in a population, that each has a unique descriptive epidemiology that can be discovered by identifying how it is distributed in a population in terms of person, place, and time.  This descriptive epidemiology provides clues for formulating hypotheses. Students realized that descriptive epidemiology is only the first step and that formulating hypotheses is not the same as proving hypotheses.

By completing the Module 2 investigations, students learned that causal hypotheses could be tested by observing the exposures and diseases of people as they go about their daily lives.  Testing is conducted by making and comparing risks and determining whether or not the exposure and the outcome turned up together, that is, whether or not the exposure and the outcome were associated with each other.  This is called analytical epidemiology.  Students learned about the methods used to test causal hypotheses and how the 2x2 table is used to numerically express the results of an analytical study.

By completing the Module 3 investigations, students developed their ability to interpret the results of analytical epidemiological studies, namely, the ability to evaluate why an association between an exposure and an outcome has been found.  An association means that things are linked in some way that make them turn up together.  When epidemiologists test hypotheses, they are interested in determining whether or not an exposure and an outcome turned up together.  Students learned that a cause is something that produces an outcome and one reason why an exposure and an outcome turn up together could be because the exposure caused the outcome.  However, causation is only one of several possible explanations for why an exposure and an outcome might turn up together in an epidemiological study.  Other explanations that should be considered are chance, confounding, reverse time order, and selection bias.

By completing the Module 4 investigations, students learned that once epidemiological and other scientific evidence has been weighed and a judgment has been made that the association between the exposure and the outcome is causal, that is, it is theoretically possible to prevent the outcome by avoiding or eliminating the exposure.  Students explored the role of epidemiology and other factors in the creation of disease prevention strategies.  They learned about risk as a concept and as a reality by exploring their risk perceptions and those of their classmates and examining ways to judge the acceptability of risks.  Students appreciated how differences in perceptions and judgments about the acceptability of risk may influence the allocation of resources (time, energy, and money) for disease prevention strategies.  Students created various strategies for preventing a specific health problem and assessed the advantages and disadvantages of each strategy.  In doing so, they uncovered that decisions about possible disease prevention strategies are based on more than the scientific evidence and that social, economic, and political factors must also be considered.

Module 5 continues with the important final step of evaluating risk management strategies.  Despite good intentions, a risk management strategy might not work.  When students complete Module 5 investigations, they should be able to justify the need for evaluations, describe various study designs for evaluation, understand the similarities with epidemiological designs they studied in Module 2, design the evaluation of a prevention strategy, and describe strengths and limitations of the approach.

It is important to evaluate whether or not a prevention strategy is working because it is both impractical and unethical to continue with a strategy that is ineffective.  The only way to really measure success is with a scientifically sound evaluation.  Although an evaluation costs money and other resources, failure to do so may be even more costly to society.  

In Investigation 5-1: Why Evaluate?, students will discover the rationale for evaluating risk management strategies.  First they will identify reasons for conducting such evaluations while appreciating that there are reasons why some people might not want to evaluate.  Then each Epi Team will be given an example of an evaluation and identify the main reasons for conducting it and the possible pitfalls of the approach.  Through this investigation, students will learn to think critically about health-related and cost-related justifications and their impact on a decision about how to evaluate a risk management strategy.    

In Investigation 5-2: How to Evaluate, students will discover that the epidemiologic study designs they learned about in Module 2 can also be used to evaluate a risk management strategy.  Different study designs will be considered and students will practice choosing the appropriate design for a specific evaluation.

For example, a cohort study design could be used to see if an anti-smoking campaign is working.  The “exposed” group would be those who were exposed to the risk management strategy and the “unexposed” group would be those who were not exposed to the strategy.  Everyone is followed through time, and the strategy is deemed to be effective if the “exposed” group, or those who received the risk management strategy, had a higher “risk” of not smoking compared to those who had not been exposed to the strategy. 

 

In Investigation 5-3: Evaluation Issues, students will learn about two issues in the evaluation of risk management strategies.  First, a risk management strategy should be efficient and provide positive results for the time, energy, and money expended.  To evaluate this, a cost-benefit analysis may be done.  However, it is often difficult to quantify the strategy’s costs and, in particular, the benefits.  (What is the dollar value of a life saved or a disease prevented?)  The second is whether there are any counter productive “offsetting effects” produced by the risk management strategy such as adverse effects of a vaccine or increases in cigarette smoking among those participating in a weight-loss program.

In Investigation 5-4: Evaluating an Actual Strategy, students, in their Epi Teams, create and present a plan to evaluate the Eddie Eagle Program, a risk management strategy designed to prevent gun-related accidents among children.  By doing this, students incorporate what they learned previously about risk, relative risk, the 2x2 table, and epidemiological study designs into the development and presentation of their evaluation plan.  As background, students will read testimonials about the strategy and rewards the Eddie Eagle Program has received, as well as published evaluations of risk management strategies aimed at preventing gun-related accidents.    

In Investigation 5-5: Concept Connections, students identify the important concepts that need to be understood in order to answer the fifth Essential Question: “Did the disease prevention strategy work?”  Each Epi Team then creates a Concept Map that depicts and explains how the concepts connect to each other.  At the conclusion of this investigation, students will realize that they have developed the fifth Enduring Understanding of Detectives in the Classroom: “The effectiveness of the strategy can be evaluated by making and comparing the risks of an outcome in populations of people who were and were not exposed to the strategy.  Costs, trade-offs, and alternative strategies must also be considered.”
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